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Federal Trade Commission
 
Informational Injury Workshop
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The Program	 on Economics & Privacy (PEP) at	George 	Mason	University’s
Antonin Scalia Law School welcomes this opportunity to submit a Comment for the
Federal Trade Commission’s (FTC) Informational Injury Workshop.		 PEP’s mission is 
to foster the use of rigorous economic analysis in public policy discussions
surrounding the digital economy. The Informational Injury Workshop will explore
an	issue 	that	is 	central	to 	effective 	privacy	and	data	security	policy.	 

The	 principal	 point	 this Comment makes is that	 the 	FTC 	should be 	guided by
empirical evidence when	assessing	 whether certain informational practices harm	
consumers. Toward that end, this Comment makes four suggestions: 

•	 Avoid	 basing	 privacy	 policy	 solely	 on	 stated	 preference,	 as	 it provides	 no	
information on tradeoffs. 

•	 Rely	on	revealed	preference	data	to	the	extent	feasible,	including	engaging	in	
research to better understand the role that asymmetric information and
behavioral	biases 	play	in	interpreting	revealed 	preference 	data.			 

•	 Distinguish between harms due to (a) disparate treatment based 	on	accurate 
information versus unwanted observation, and (b) human versus machine
observation. 

•	 Incorporate empirical evidence on the benefits 	of 	data	sharing	and 	the 	costs 
of	privacy	regulation. 

It is important to	note	at 	the	outset 	that because 	privacy 	is 	subjective and 
there is no ready market for privacy, it is highly unlikely that privacy	tradeoffs will
ever	be	 measured with the precision	of those for normally traded goods and 
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services.	 Nonetheless, it is important for the FTC to lay an empirical foundation for
its	actions	in	this	area. In this	 regard,	the	FTC 	should	apply	lessons	learned	 from	 the 
development of antitrust law to 	its 	privacy and 	data	security 	policy.		Over 	the 	past	 
forty years antitrust enforcement has enjoyed wide 	bi-partisan	 legitimacy because it 
has	evolved	into	a 	largely	evidenced-based endeavor; legal presumptions reflect
economic learning that	identifies harmful	practices, not enforcement officials’ or 
judges’	subjective	views of what is harmful.1 Indeed, the FTC was instrumental in 
laying	 much of the empirical groundwork	for 	the	legal	analysis	of restrictions	 on 
information flows.2 

Although informational injuries	necessarily	involve	 subjective	 values,	 the	
FTC	 should	 not rely	 on	 subjective	 views when forming privacy and data security
policy.		 A	 privacy	 and	 data security	 policy	 grounded in empirical evidence will enjoy	
legitimacy and durability because 	it	is 	much more likely to benefit consumers than 
one left to policy makers’ subjective preferences.3 

1. AVOID RELIANCE	 ON STATED PREFERENCES 

A	 key to assessing informational injury is determining how much people
value	the	ability	to	control 	certain	types	of	 information that may be revealed as a
result of	 a privacy	 or	 data security	 incident. It is	 relatively	 easy	 to	 quantify	 financial
harm	 from	 identity theft in terms of fraudulent charges or time and hassle costs. It
is	 more difficult to measure pure privacy harms—harms that arise when one loses
control of personal information that does not result in direct monetary damages, but
nonetheless compromises one’s	 dignity or reduces one’s scope of autonomy.		For 
example, although 	web	browsing	histories,	TV 	viewing habits,	 and geolocation	data	
can be monetized,	 their collection does not result in direct monetary harm	 to 
consumers.4 

Clearly, measuring the subjective values associated with informational
injuries	is	difficult,	but 	the	FTC	should	avoid	relying	on	stated 	preference—data
from	 surveys or other instruments asking consumers if, or how intensely, they value
something.		Value	is	 measured by the amount of one thing a person is willing to
trade for	 another. For example, if a consumer is willing to pay $1 for a	pound 	of 
apples and $2 	for 	a	pound 	of 	oranges,	we 	can	say	that	 she would be 	willing	to 	trade 
two 	pounds 	of 	apples for a	pound 	of 	oranges.		 A	 survey asking a consumer if they
like apples, or how much on a scale of 1-10	 they	 like	 apples,	 tells	 us	 nothing	 about	
how much they value apples relative to oranges, or anything else for that matter.
Only	when	 we 	observe 	actual	tradeoffs,	 can we truly measure value. 

Stated	preference	results from	 surveys of consumer attitudes toward privacy 
tell	us 	only 	that	privacy	has 	value.5 They provide no information on how consumers
value privacy relative to other things, such as time, convenience, or money. Yet	this
is the key question for policy makers who are trying to evaluate informational 
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injuries. For example, concepts like “privacy by design” and “data minimization”
imply tradeoffs between privacy and other values. Similarly, opt-in	consent
requirements (e.g.,	for 	certain	types	of	data6 or when firms merge datasets as 	part	of 
an	acquisition7) implicitly presume that	 a data practice	 is	 harmful to most people. 
The	extent 	to	which	such	policies actually benefit consumers cannot be known
without understanding how consumers trade privacy for other things of value.
Accordingly, as discussed in more detail below, the FTC	 should	 lay the empirical
foundation	 for	 its	 privacy	 and	 data security	 policy	 to 	the 	fullest	extent	possible on	
revealed	 preference	 data that comes from	 measuring consumers’ responses to
changes in privacy conditions in the real world, or from	 experimental	settings 	that	 
sufficiently	 replicate	 the	 real world.	 

2. RECONCILE	 RATIONAL ACTOR AND BEHAVIORAL 

MODELS OF REVEALED PREFERENCE DATA 

There is a growing literature that attempts to measure consumers’ value of 
privacy, typically in an experimental setting.		The	results	generally	suggest 	that 
consumers are willing to trade personal information for small amounts of money.8 

Similarly, real-world tradeoffs suggest that consumers generally	 are comfortable
with the typical information collection scenarios found in	our 	digital	life.	 For	
example, there are over	200	 million Facebook users in	the	U.S.,9 150 million people 
use	Snapchat	daily,10 health	tracking	apps	and	wearables	continue	to	grow 	apace,11 

and 64	 percent of	U.S. households have an Amazon Prime account.12 Further, 
consumer uptake of privacy protective tools has been meager.13 

Despite	 this	 real-world 	behavior,	survey	data	 suggest that consumers place a 
high value	on	privacy.14 This mismatch between revealed preference and stated 
preference	has 	been	dubbed 	“the 	privacy 	paradox,” and 	has led some to suggest that
revealed preference does not accurately reflect consumer demand for privacy.	 For	
example, there is a burgeoning literature examining privacy tradeoffs from	 a
behavioral perspective.		 Several 	studies find some evidence of an “endowment” 
effect 	in	privacy,	 where the value placed on revealing personal information
fluctuates	 depending	 on	 whether	 one	 is	 buying	 or	 selling	 privacy.15 Further, other	
studies find	 privacy	 to	 be	 context dependent,	 with	 consumer	choices	subject 	to	 
change	based	on	ordering	and	salience.16 Together,	this	behavioral 	understanding	 
of	privacy	choices	casts	doubt 	on	the	 meaningfulness of	revealed	preference	data. 

Importantly, however,	the	gap	between	revealed	and	stated	preferences does	
not	necessarily	 imply observed	choices	are	false measures of actual preferences.
For example,	as	discussed	above,	there	is	no	 a priori reason to	 expect stated	
preferences and revealed preferences to match, as they measure different things.
Further, although it 	is	likely	that 	privacy	choices	(e.g.,	setting	privacy	preferences	in	
an app) are made with less than full information—consumers do not comprehend
(or	even	read)	privacy	policies,	 and the future impact of data sharing decisions
made now is fraught	 with 	uncertainty—this 	fact	alone is	insufficient to 	discount	 
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revealed	 preference. Choices are made every day without full information (e.g.,	
restaurants, plumbers, automobiles),	 but we 	do 	not	discount	the 	choices and 	prices
formed in these markets. Moreover,	the desire to become less than fully informed
about privacy choices before making them	 can be entirely rational if the benefits (in
terms of expected future informational injury)	are	less	than	the	costs. Indeed,	
research	 suggests	 that even when information about exceedingly intrusive data
practices is made highly salient, few consumers still bother to alter their willingness
to 	share 	personal	data.17 

Another empirical regularity that is conducive both to rational choice	 and	
market failure arguments	is	that	we	see	little	 evidence that firms compete on	
privacy. A	 central tenant in the economics of information is that parties with private
positive	 information have	an	incentive	to report it as	 long as	 they	 credibly	 can do	 so
in	a 	cost-effective manner. This result flows from	 the fact that parties rationally
assume the worst from	 a failure to report because anyone with good information
would 	willingly 	reveal	it.18 Thus, firms with 	strong	privacy 	protections would 	find 
it in their interest to make clear	 and 	credible privacy promises. 

There	are	two	equally	plausible	explanations	for	 why we 	tend 	not	to 	observe 
this 	reality.		First,	 we may not see competition over privacy because firms are
unable to make credible commitments with respect to their collection	and 	use 	of 
personal	data,	perhaps 	because	data	is 	durable	beyond its initial	collection	and 
uncertainty	surrounds 	potential	future	uses.19 In this manner, the lack of
competition on privacy could be evidence of a “lemons” equilibrium, with only low
quality	providers	of	privacy	surviving.	 Similarly, behavioral economics suggests
that consumers may be irrationally impatient or unable to fully appreciate the
future consequences of choices they make now, so that even if consumers were to 
believe firms’ privacy	 promises, they irrationally discount the 	potential	of 	future 
informational injuries, rendering current promises valueless.20 However, an equally	
plausible	explanation	for lack of competition over privacy is that	 consumers’ 
willingness to pay 	for 	privacy is relatively small, so that competition over this
dimension makes little economic sense.21 

As the discussion above illustrates, empirical observations regarding 
consumers’ value for privacy are subject to both rational choice and market failure
interpretations. Importantly, however, the data have yet to speak to which
interpretation is more accurate. Before discounting revealed preference data, the
FTC	 should	 engage	 in research	 to	 understand	 more fully the role that asymmetric
information and consumer biases play in forming observed behavior.22 As part of 
this 	inquiry,	 the FTC should investigate the extent to which market mechanisms,
such	 as	 reputation,	 work	to ameliorate asymmetric information problems
surrounding	 privacy.		 Further, the	FTC	 additionally should	 consider	 the	 extent to	
which laboratory experiments can be generalized to the real world, where factors
like experience and increased stakes can ameliorate or eliminate the effects of
behavioral	biases.23 
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3. BE	 PRECISE ABOUT THE SOURCE OF	 THE PRIVACY HARM 

When	identifying	conduct	that	 gives rise to informational injury,	the	FTC
should	 precisely	 identify	 the	 source	 of	 harm because it is likely to be germane to the
level	of 	harm. First, the FTC should distinguish between harm	 caused	solely 	by less 
favorable marketplace outcomes (e.g.,	higher interest 	rates or	prices,	 or	lower	 
wages)	 that	arise 	when	 accurate information (e.g.,	poor 	credit	history,	high	 
willingness to 	pay,	poor 	work	habits) is	discovered,	 and harm	 caused solely	 by the
discovery or	 sharing	 of private	information.24 Only	the 	latter scenario should	 be	 
treated 	as an informational injury.25 

Second,	 when identifying informational injury, who’s watching matters. For
example, surreptitious viewing of intimate activities by strangers26 raises	 very	 
different privacy	 concerns than	the 	collection	and 	analysis 	of aggregated de-
identified	television	viewing	habits27 or	shopping	patterns28 on a remote server. 
Research	suggests	that	 informational injury is more likely to result from proximate
observation by individuals than distant observation by computers. For example,
Wittes and Liu find evidence from	 Google Autocomplete that people often search for
information on topics such as HIV and sexual identification, suggesting that the
ability	to search anonymously online for information about these topics provides an
important privacy benefit and probably spurs increased information generation.29 

In	follow-up work, Wittes and Kohse survey consumers and find a general
preference	for 	dealing	with	 remote faceless entities over actual humans when it
comes to certain sensitive purchases.30 

4.	 INCORPORATE EVIDENCE	 ON THE	 BENEFITS FROM INFORMATION	 SHARING 

AND	 THE COSTS OF PRIVACY REGULATION 

Lack of information can severely impact the abilities of markets to 	generate
welfare for consumers. For example, markets with asymmetric information often
suffer from	 adverse selection, which occurs when a firm’s offerings attract a
disproportionate amount of risky borrowers, unproductive workers, bad drivers,
those	with	unhealthy	lifestyles,	and	the	like.	In	addition	to	adverse	selection,	
markets characterized by asymmetric information are often subject to moral hazard,
which 	concerns 	hidden	actions—actions that impact the value of the relationship— 
that	occur after the parties enter into a contract. A	 vast empirical literature
documents adverse selection and moral hazard in a variety of markets,	and	both	of	
these market failures impose serious costs on society by limiting the incentives of
firms and consumers to participate in some markets.31 To	the	extent 	that 	privacy	
regulation limits the ability to discover beneficial	 private information, it has the
potential to exacerbate these problems, which will negatively impact consumers.32 

Relatedly,	there is an empirical	literature that documents some of the direct
consequences from	 privacy regulation that retards information flows. For example, 
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Kim	 and Wagman present empirical evidence that opt-in requirements for selling 
consumers’ financial information reduces the marketability	of 	these 	data,	and 	hence 
firms’ incentives to assure its accuracy.33 They	find	that 	counties	with	opt-in	
requirements had lower loan-denial rates and concomitantly higher foreclosure
rates. Similarly, Miller and Tucker	find	that 	increased	consent requirements for
sharing health care data reduces incentives to adopt health information technology
(HIT).		Their	results	show 	that 	the	lower	HIT	adoption	rates	are	associated	with	
worse health outcomes, especially for minority babies.34 

It	is important to note that merely identifying costs associated with
restrictions on data collection and use doesn’t mean that the FTC’s actions are 
necessarily	welfare-reducing. To the contrary; these costs may be justified if the
informational injuries are 	sufficiently 	high.	But	 the FTC	 should take this 	highly 
germane body of knowledge into	account—and 	potentially	develop	its 	own—when	 
developing policy in	this	area.	 

CONCLUSION 

Relying on empirical evidence to identify informational injuries will help 
assure 	that the FTC’s	 actions more closely match consumer preferences.		 For	 this	
reason,	laying an empirical foundation for	 its	 privacy	 and	 data security	 policy	 will
provide legitimacy and durability to the FTC’s work	 in this important area. 
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